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ABSTRACT
The IEEE 802.11p Wireless Access in Vehicular Environ-
ment (WAVE) protocol is specified to be used in a Ve-
hicular Ad-Hoc Network, or VANET. This paper provides
an analysis of the 802.11p performance when used for the
exchange of beacons. Beacons are used to enable vehicles
to establish a cooperative awareness from which many ve-
hicular applications can draw their inputs. In particular,
this paper focuses on the impact of transmission queue
size, transmission buffer and scheduling mechanisms on
the IEEE 802.11p beaconing performance. Based on these
investigations is concluded that a queue with a length of 5
beacon sizes is sufficient to be used for 802.11p beaconing.
Moreover, the beaconing performance is not influenced
by the type of the buffering and scheduling mechanism
used. A new proposed buffering mechanism denoted as
oldest packet drop, ensures that up to date information is
disseminated without negatively impacting the beaconing
performance.
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1. INTRODUCTION
The exchange of information is everywhere around us in
modern day life, and vehicle-to-vehicle communication is
an uprising phenomenon. This type of communication is
supported by a Vehicular Ad-Hoc Network, or VANET.
In particular, a VANET is a wireless ad-hoc network that
supports the communication (1) amongst vehicles and (2)
between vehicles and Road Side Units (RSUs). The main
goal of VANETs is to support Intelligent Transportation
System (ITS) applications which aim at providing enter-
tainment, traffic efficiency and traffic safety [21].

The latter ITS application being naturally more time-
critical, and therefore inherently benefit from better per-
formance. The IEEE 802.11p protocol is the protocol
standard approach used for information dissemination in
a VANET [9][21].
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Wireless communication between vehicles is essential to
provide information exchange. A way to disseminate this
information is beaconing. Beacons are short messages sent
periodically and used to enable vehicles to establish a co-
operative awareness from which many vehicular applica-
tions can draw their inputs. A traffic efficiency application
that can be used to increase passenger comfort and reduce
traffic jams is the Cooperative Adaptive Cruise Control
(C-ACC) [20].

Using the beaconing feature of VANETs, vehicles (and
if required RSUs) cooperate to obtain the necessary lead
vehicle dynamics information (such as speed, position, and
acceleration) and a general view of traffic ahead. By using
this information the performance of the currently available
Adaptive Cruise Control (ACC) system is enhanced. The
system can control the accelerator, the engine powertrain
and the vehicle brakes in order to maintain a desired time-
gap or time headway to the vehicle ahead [11]. It is clear
that in this situation beaconing reliability and delay are
critical factors in order to achieve a trustworthy safety
aspect.

The IEEE 802.11p uses a Media Access Control (MAC)
protocol that is based on a Carrier Sense Multiple Access
protocol with Collision Avoidance (CSMA/CA). Due to
the fact that the channel capacity is limited and beacons
may be sent several times per second [9, 16] and vehic-
ular density can vary greatly (and become large during
traffic jams), it is expected that the channel may become
congested. This will result in a deterioration of the Co-
operative Awareness and hence the performance of the
ITS applications. In particular, when a node tries to ac-
cess the medium and finds the channel busy, it chooses a
random backoff time from the interval [0, CW] and de-
lays the medium access for the duration of that backoff.
The parameter CW represents the size of the Contention
Window. If no acknowledgement is received (e.g. a colli-
sion occurs) the CW size is doubled and the process starts
over. However, beaconing uses the IEEE 802.11p common
broadcast channel [9, 22], which does not support bea-
con retransmissions nor acknowledgements on sent bea-
cons. Therefore, when beacons are sent the CW is never
increased and beacons are not retransmitted. It is there-
fore, needed to use a beaconing mechanism that is well
performing.

Beaconing is used to enable vehicles to establish a coop-
erative awareness from which many vehicular applications
can draw their inputs. The cooperative awareness should
be up to date. Therefore the information that is dissemi-
nated using beaconing is only relevant and useful when it
is not too old. This paper defines a new buffering mecha-
nism that can be used in situations of transmission queue



overflow to discard oldest packets instead of discarding the
newest packets that are buffered into the queue.

In this paper we focus on the impact of the transmission
queue size, transmission buffering and scheduling mech-
anisms on the IEEE 802.11p beaconing performance. In
particular, this paper focuses on the buffering and schedul-
ing mechanisms that are specified for IEEE 802.11p, as
well as the new buffering mechanism that can be used to
discard oldest packets first in situations of transmission
queue overflow.

Figure 1. VANET: v2v and v2i elements, copied
from [13]

This paper describes a simulation experiment of a Vehic-
ular Ad-Hoc Network (VANET), see figure 1, where bea-
coning is used. Note that in this field of research the terms
v2v and v2i are often used, meaning respectively vehicle-
to-vehicle and vehicle-to-infrastructure. The experiment
scenarios can be seen as VANETs solely based on v2v ele-
ments. By using different combinations of queue sizes and
buffer mechanisms we will determine their performance,
expressed in measures described in section 4.2.

This leads to the main research question to be answered in
this paper: What is the impact of different transmission
queue sizes and buffer mechanisms on the IEEE 802.11p
beaconing performance?

The answer to this question will be formed based on six
sub-questions:

1. How is beaconing performed in IEEE 802.11p based
vehicular networks?
Answered in section 2

2. Which transmission queue sizes, transmission buffer-
ing and scheduling mechanisms are applied in 802.11p
based vehicular networks?
Answered in section 3

3. Which transmission buffering and scheduling mech-
anisms can be applied to ensure that cooperative
awareness in a vehicular network is up to date?
Answered in section 3

4. Which measures can be used to quantify the IEEE
802.11p beaconing performance?
Answered in section 4.2

5. Which simulation experiments can be performed in
order to analyse the performance of IEEE 802.11p
beaconing?
Answered in section 4

6. Have the transmission queue size and buffer mech-
anism a significant impact on the performance of
IEEE 802.11p beaconing?
Answered in sections 5.1, 6

In order to answer the research questions the following
method has been applied. For the first two and the fourth
sub questions a small literary study was accomplished.
The third research question has been answered by develop-
ing a new buffering mechanism that is denoted in this pa-
per as Oldest Packet Drop (OPD). The answers to the first
four research questions provided the information needed to
answer the fifth research question. The sixth sub question
was answered by running multiple simulation experiments
in OMNET++. These simulation experiments had differ-
ent parameters and were run several times to get statis-
tically significant results. The result of each simulation
experiment was logged in a database. These databases
were then queried using scripts and analysed.

The remainder of the paper is divided as follows: Sec-
tion 2 briefly provides the related work in the area of IEEE
802.11p buffering and scheduling and introduces beacon-
ing and discusses how its performance can be improved. In
section 3 different IEEE 802.11p buffering and scheduling
mechanisms are described, including the new OPD buffer-
ing mechanism. In section 4 the simulation experiments
that were run are discussed and in section 5.1 the results
of these simulation experiments are analysed. Section 6
concludes and provides recommendations for future activ-
ities.

2. BEACONING IN 802.11P
The IEEE 802.11p protocol is a variant of the IEEE 802.11
protocol [9], enabling Wireless Access in Vehicular Envi-
ronments (WAVE). Much research has been done in the
field of 802.11p IEEE 802.11e performance. It is impor-
tant to note that the IEEE 802.11p protocol specification
[9] is recommending to use IEEE 802.11e [8] for QoS dif-
ferentiation at the MAC layer. The IEEE 802.11e MAC
standard amendment [8] used to support QoS differenti-
ation at the MAC layer of IEEE 802.11. IEEE 802.11e
can be used to solve three main challenges: (1) the han-
dling time-varying network conditions, (2) adapting to
varying application profiles and (3) managing link layer
resources. In IEEE 802.11e two modes of operation are
defined: (1) the HCCA (Hybrid Coordination Control Ac-
cess) and (2) the Enhanced Distributed Channel Access
(EDCA). These methods are used to enhance the MAC
functionalities specified in IEEE 802.11a/b/g/p.

The Enhanced Distributed Channel Access (EDCA) can
classify traffic through the use of access categories (ACs).
In [8], 4 ACs are defined. Differentiation in access prior-
ity between each AC is accomplished by setting different
values for the channel access parameters, see figure 2.

Figure 2. EDCA channel access prioritisation,
copied from [15]

The channel access parameters used for this differentia-
tion are: (1) Arbitrary Interface Space Number (AIFSN),
(2) Contention Window (CWmin and CWmax) and (3)



Transmission OPportunity (TXOP) limit. A description
of how this is accomplished is given in [8, 15].

Eichler evaluated the performance of 802.11p using the
standard EDCA parameters in a quantitative way [5]. The
optimal configuration for a 802.11e enhanced EDCA is re-
searched in [1]. On the subject of queue lengths, [19] ob-
served and proved that a reduction of the MAC buffer
size has a positive effect in terms of throughput, using
a standard DCF scenario. In [21] a analytical model is
presented and used to compute the probability of success-
ful reception and mean transmission delay in a 802.11p
beaconing environment. Using Markov chains, [6] models
the EDCA mechanism and analyses delay and through-
put for varying traffic densities. A model for performance
analysis of 802.11e EDCA is proposed in [7]. A compari-
son between 802.11p EDCA and the commercially applied
STDMA (Self-Organizing Time Division Multiple Access)
is given in [3], based on simulations of a highway scenario.
In [22] an adaptive mechanism to perform broadcasting in
802.11 is proposed, supported by simulation studies claim-
ing to be performing better in terms of reception rate and
channel utilisation. None of the above mentioned papers
has investigated the impact of the combination of trans-
mission queue size, transmission buffering and scheduling
mechanisms on the beaconing performance. This investi-
gation is the main research goal of this paper.

In beaconing, the 802.11p is used to send short messages
with a regular frequency. For a C-ACC application a fre-
quency of 10Hz is sufficient [20]. This results in a maxi-
mum latency of 100ms, to prevent the sending node from
filling the air with information that could be outdated be-
fore the receiving node is able to use it. The size of beacon
messages can be small, for example 20 bytes as used in
[17] in a simulation of a one-dimensional single-lane road
with moving vehicles. However, when beaconing is ap-
plied in a C-ACC scenario, a message size of 400 bytes is
approximated in [20]. This includes necessary security re-
quirements (certificate and signature) as well as the actual
information about the sending vehicle. The 802.11p stan-
dard specifies a maximum frame body size of 2304 bytes,
which obviously is sufficient for a C-ACC scenario.

Propagation of beaconing messages can be accomplished
in two ways: one-hop or multi-hop. In a one-hop scenario
a node does not forward anything it receives. When using
multi-hop, a receiving node will broadcast the received in-
formation again (making it actually to propagate through
the network as opposed to the single-hop method). Note
that this introduces a trade-off: the retransmission (in a
broadcasting fashion) enables the information to reach ve-
hicles further away from the initially sending node. But
due to that same retransmission, the IEEE 802.11p com-
mon broadcasting channel will be used by more frames
than using single-hop. As the saturation of the IEEE
802.11p common broadcasting channel affects the perfor-
mance of it, using multi-hop is not a better option per se.
The propagation solution space of beaconing in VANETs
has been investigated extensively, see e.g., [20].

3. TRANSMISSION QUEUE SIZE, TRANS-
MISSION BUFFERING AND SCHEDUL-
ING

As already mentioned in the previous sections, the bea-
coning performance can be influenced by the length of
the transmission queue and the buffering and scheduling
mechanisms used at the transmission side of the IEEE

802.11p protocol. This section describes these parameters
in more detail.

3.1 Queue length
The queue length or buffer length is a number describing
how many elements/packets can be queued before drop-
ping occurs. A large queue length is able to hold more
elements/packets, but this has its reflection in the physi-
cal implementation as a larger memory module is required.
Note that the length of the queue can affect performance
in multiple ways. A larger queue can store more ele-
ments/packets and therefore, in average, less elements/packets
will be dropped. However, if a an element/packet is stored
in a queue for a too long time then the information that
is included in such an element/packet can become out-
dated. Based on this rationale, research has been done
to evaluate the performance of beaconing using very small
queue lengths [19]. Similarly, in this paper we mainly in-
vestigated small queue sizes, starting from a queue with
a length of 1 element/packet up to a length of 30 ele-
ments/packets. Furthermore, this paper focused only on
the impact of the queue that is used at the transmission
side of the IEEE 802.11p protocol.

3.2 Buffering or Queuing mechanisms
A buffering or queuing mechanism is the procedure of
how an arriving element/packet, e.g. a beacon, is handled
(queued) depending on the state of the queue. Dropping
a packet that arrives at a full queue is a simple example of
a buffering mechanism, called Tail-Drop or Drop-Tail [4].

Random Early Detection (RED) is a well-used buffering
mechanism in the Internet. RED drops packets with a
probability based on how full the queue is when a new
packet arrives. An empty queue will accept the packet
with a high probability. The more the queue is filled, the
higher the dropping probability of a packet becomes[4].
The current IEEE 802.11p OMNET++ MiXiM simulation
models use the Drop-Tail buffering mechanisms, see sec-
tion 3.5. In order to minimise the situation that a packet
is stored in a queue for a too long time, a novel buffering
mechanism, denoted as the Oldest Packet Drop (ODP), is
introduced in section 3.5. Both buffering mechanisms will
be investigated in this paper.

3.3 Scheduling disciplines
A scheduling discipline describes how a queued element
leaves the queue. Two well-known scheduling disciplines
are: First-in, First-out (FiFo) and Last-in, First-out (LiFo).
A FiFo scheduler will send out the elements in the order
in which they arrived. Opposed to that, a LiFo sched-
uler will send out the most recent arrived element. An-
other often applied scheduling discipline is Priority Based
Scheduling [18], which sends out elements based their clas-
sification. The current IEEE 802.11p OMNET++ MiXiM
simulation models use the FiFo scheduling discipline. In
order to investigate how the FiFo and LiFo scheduling dis-
ciplines interact with the Drop-Tail and OPD buffering,
the LiFo scheduling mechanism is also considered in the
accomplished simulation experiments.

3.4 EDCA
As described in the previous sections, the IEEE 802.11e
Enhanced Distributed Channel Access (EDCA) [8] can
classify traffic through the use of 4 access categories (ACs)
by setting different values for the channel access param-
eters. The IEEE 802.11p and EDCA uses a Media Ac-
cess Control (MAC) protocol that is based on a Carrier
Sense Multiple Access protocol with Collision Avoidance



(CSMA/CA). The four classes are numbered AC0 through
AC3, the former having the lowest priority. For each class
one queue is used, see figure 3, and three parameters are
used to determine the waiting time. These parameters
are CWmin and CWmax, describing the boundaries of
the Contention Window, and the Arbitration Inter-Frame
Space (AIFS), the time the channel should be sensed free
before the node starts sending data. Average waiting times
computed using the parameters range from 264 µs for AC0
to 56 µs for the AC3 classified messages. In the case of the
channel being busy while sensing (or becomes busy during
the AIFS duration), the backoff mechanism starts: based
on the contention window a random number is drawn
from the interval [0, CW] (distributed uniformly) which
is decremented every slot time (depends on the PHY) the
channel is free. The message is send as soon as the value
reaches 0.

Figure 3. EDCA buffers, copied from [2]

3.5 Newest Packet Drop (NPD), Oldest Packet
Drop (OPD)

The current EDCA implementation in OMNET++ and
MiXiM [14, 12] uses the FiFo scheduling discipline and the
Drop-Tail buffering mechanism. One of the research goals
of this paper is to investigate combinations of buffering
and scheduling mechanisms that can be used to ensure
that queued packets are not queued for a too long time
and become outdated.

Therefore, combinations of two buffering mechanisms and
two scheduling mechanisms are used. The two scheduling
mechanisms are the FiFo and the LiFo scheduling disci-
plines. The two buffering mechanisms are: Newest Packet
Drop (NPD) and Oldest Packet Drop (OPD). When a
packet arrives at a full queue, NPD will ensure that the
packet containing the newest information is dropped. Note
that this is the well known Tail-Drop buffering mechanism,
but due to the fact that these buffering mechanisms will be
used in combination with either FiFo or LiFo, the termi-
nology head or tail are avoided in order to prevent confu-
sion. The combination of FiFo and NPD can be considered
to be the ’default EDCA’.

When applied in e.g. C-ACC, NPD seems to be unsuit-
able. Newer information is dropped in favour of old infor-
mation, in a scenario where old information might already
be useless, and the newer, discarded information be criti-
cal.

OPD addresses this problem by acting in the exact op-
posite way. A packet arriving at a full queue will not be
discarded, as it is the newest information available. OPD
will drop the queued packet that contains the oldest infor-
mation, creating space for the arriving packet. The new
packet will be inserted in the queue and be processed us-
ing the scheduling discipline in place. This is illustrated
in figure 4 for both FiFo and LiFo scenarios.

It is important to note that when a contention occurs
and the transmission queue is not empty, then a packet
that is selected for transmission will be stored in a con-
tention queue. However, the IEEE 802.11p OMNET++
and MiXiM simulation models do not use a separate queue
for contented packets, but they are queued in the transmis-
sion queue. This means that when a queue with a length
of 1 is used and a new packet arrives at the transmission
queue, then (depending on the scheduling discipline and
buffer mechanism), the packet ready to be sent after con-
tention can be the dropping candidate. To prevent this, a
packet in contention is protected from being dropped out
of the queue. In that case, the second packet up for trans-
mission will be dropped to create space for the arriving
packet.

Figure 4. OPD applied with FiFo and LiFo

4. SIMULATION EXPERIMENTS
4.1 Simulation environment
The simulation experiments are performed using OMNeT++
[14], a discrete time event-based simulator primarily used
for the simulation of networking scenarios. MiXiM [12] is
a framework based on OMNeT++ and provides function-
ality for simulation of wireless networks.

In our simulation configuration, all nodes are within each
others reach, and there is no chance of loss due to propaga-
tion. Thus, we have a scenario without hidden terminals
and the only possibility of loss after transmission is col-
lision loss. Hidden terminals identify a situation where
a communication between two vehicles say vehicle A and
vehicle B is disturbed by one or more vehicles located be-
tween these two communicating vehicles. We are mainly
interested in a form of beacon loss that occurs before trans-
mission: loss due to queue drops, which is also used as a



performance measure. Beacons are generated at a rate of
25Hz, see [22]. The data rate, for all nodes, is 3Mbit/s.
Furthermore all 802.11p properties are used as specified in
[9]. The number of nodes varies per simulation, resulting
in scenarios with varying traffic density and thus varying
network utilisations. The vehicle densities range from 20
nodes per 100m, to 160 nodes per 100m. Every scenario
is simulated multiple times (using the method of indepen-
dent replications, [10]).

When performing simulations of a system one needs to
take in account that a certain number of samples gath-
ered from the beginning of a simulation run are not to
be used. In that start-up period, the system is in the so-
called transient state [10] which is most-likely not stable
and therefore not representative for the rest of the sim-
ulation run. There are several methods to handle these
unwanted samples: [10] lists six. For this experiment, we
determined the duration of the transient phase, and chose
a simulation time that will be long enough to make the un-
wanted samples insignificant for the results. This resulted
in a simulation time of 400 seconds. The number of bea-
cons to be sent is chosen to be very high, so the simulation
time becomes the limiting factor of a simulation run.

For every set of parameters, four scenarios are tested.
These four scenarios are combinations of two scheduling
disciplines, FiFo and LiFo, and the two buffer mechanisms,
Oldest Packet Drop and Newest Packet Drop. Note that
entering the queue is not a guarantee for being transmit-
ted.

To simulate the behaviour on different link utilisations, the
runs are performed using a varying vehicle density. Note
that all vehicles are generating beacons with a frequency
of 25Hz. In these simulation experiments also the channel
utilisation is measured and mapped to the vehicle densi-
ties. The channel utilisation is measured by computing the
ratio of total transmit and receive time on the transmis-
sion channel, divided by the total simulation time. This
division will not reach 100%. This is due to the fact that
the use of inter-frame gaps in 802.11p, see figure 2, cause
that the maximum calculated channel utilisation reaches
only 87%. Therefore, all channel utilisation values listed
in the simulation results and analysis of the experiments,
see Section 5, are normalised such that the maximum util-
isation value can reach 100%. This means that a measured
and calculated channel utilisation value of 87% will map
to a normalised value of 100% channel utilisation.

4.2 Performance measures
There are multiple options to measure the performance of
beaconing. This sections provides a list measures we will
use while analysing the simulation results, briefly describ-
ing each of them.

4.2.1 Queuing delay
The time a beacon is stored and remains in the queue
and is not in contention state. A contention state starts
at the moment that the beacon is selected for transmis-
sion but due to the fact that the transmission channel is
busy it has to wait until the transmission channel becomes
idle. A contention state ends at the moment the beacon
is broadcasted. This time is measured from the moment a
beacon enters the queue until the moment this beacon is
in contention state.

4.2.2 Contention delay
The time that a packet changes from a queuing state to a
contention state until the actual broadcasting of the bea-
con.

Table 1. Simulation parameters
Beacon generation rate λg 25Hz

Beacon size 400 bytes
CWmin 15

Data rate 3Mbit/s
Queuing mechanism EDCA
Simulated time limit 400s

4.2.3 Dropping probability
The number of beacons dropped out of the queue (thus not
broadcasted) at nodei, divided by the number of beacons
generated by nodei.

4.2.4 Update delay / Inter-arrival time
The time, as experienced by nodei, between receiving two
consecutive updates from nodej . This measure is impor-
tant in C-ACC situations, and ideally should be equal to
1
λg

[16].

4.3 Simulation setup
For all simulation runs the parameters that are not changed
during the simulations are listed in table 1.

These static parameters will be used in conjunction with
the following parameters:

Number of nodes per 100m:
[20,40,80,120,160]

MAC queue length:
[1,2,3,4,5,10,15,20,30]

Scheduling
[FiFo, LiFo]

Buffer mechanism
[Newest Packet Drop, Oldest Packet Drop]

In order to guarantee a high statistical accuracy of the
obtained results, multiple runs have been performed and
95% confidence intervals have been calculated for most of
the simulation experiments. For all NPD related experi-
ments, the largest calculated confidence interval is 2% of
the shown calculated mean values. Due to the fact that
these calculated confidence intervals were significantly low,
only one run per experiment has been performed for all the
ODP related experiments and no confidence intervals were
calculated for these experiments.

5. SIMULATION RESULTS & ANALYSIS
This section contains the results from the simulations ran
as described in section 4. All diagrams, visualising a per-
formance measure, contain the graphs associated with the
four simulated scenario’s. They are divided per number
of nodes for which the corresponding utilisation can be
looked up in table 2.



Table 2. Measured utilisation per number of nodes
Nodes per 100m Network utilisation

20 17%
40 33%
80 62%
120 87%
160 97%

Vehicle density: 20 vehicles/100m

• Queuing delay results are depicted in figure 5

• Contention delay results are depicted in figure 6

• Dropping probability results are depicted in figure 7

• Update delay / Inter-arrival time in figure 8

Vehicle density: 40 vehicles/100m

• Queuing delay results are depicted in figure 9

• Contention delay results are depicted in figure 10

• Dropping probability results are depicted in figure 11

• Update delay / Inter-arrival time in figure 12

Vehicle density: 80 vehicles/100m

• Queuing delay results are depicted in figure 13

• Contention delay results are depicted in figure 14

• Dropping probability results are depicted in figure 15

• Update delay / Inter-arrival time in figure 16

Vehicle density: 120 vehicles/100m

• Queuing delay results are depicted in figure 17

• Contention delay results are depicted in figure 18

• Dropping probability results are depicted in figure 19

• Update delay / Inter-arrival time in figure 20

Vehicle density: 160 vehicles/100m

• Queuing delay results are depicted in figure 21

• Contention delay results are depicted in figure 22

• Dropping probability results are depicted in figure 23

• Update delay / Inter-arrival time in figure 24

Figure 5. Queuing delay, 20 nodes/100m

Figure 6. Contention delay, 20 nodes/100m

Figure 7. Dropping probability, 20 nodes/100m



Figure 8. Interarrival time, 20 nodes/100m

Figure 9. Queuing delay, 40 nodes/100m

Figure 10. Contention delay, 40 nodes/100m

Figure 11. Dropping probability, 40 nodes/100m

Figure 12. Interarrival time, 40 nodes/100m

Figure 13. Queuing delay, 80 nodes/100m



Figure 14. Contention delay, 80 nodes/100m

Figure 15. Dropping probability, 80 nodes/100m

Figure 16. Interarrival time, 80 nodes/100m

5.1 Analysis
Figures 5 to 24 visualise the results obtained from the sim-
ulation experiments. For every traffic density/utilisation,
the four performance measures are plotted (for all the
scheduling discipline/ buffer mechanism combinations).

5.1.1 Queuing delay analysis
The graphs visualising queuing delay (figures 5, 9, 13, 17,
21) show, as expected, that there is no significant differ-
ence in queue delays when the FiFo or LiFo scheduling
disciplines are used. The NPD and OPD mechanisms per-
form equally on queue delay, disregarding whether FiFo or

Figure 17. Queuing delay, 120 nodes/100m

Figure 18. Contention delay, 120 nodes/100m

Figure 19. Dropping probability, 120 nodes/100m

LiFo is applied. For a queue size of only 1 position, the
NPD out-performs OPD when the vehicle density is being
increased. This is an unexpected behaviour and it needs
further investigation.

5.1.2 Contention delay analysis
The contention delay, in figures 10, 14, 18 and 22 shows
again that, as expected, there is no significant difference
in contention delays when the FiFo or LiFo scheduling dis-
ciplines are used. The NPD buffering mechanisms used on
a queue size of 1 position shows a notably lower delay in
contention than the OPD buffering mechanism. This is an
unexpected behaviour and it needs further investigation.
When the queue size becomes larger than 1 position then



Figure 20. Interarrival time, 120 nodes/100m

Figure 21. Queuing delay, 160 nodes/100m

Figure 22. Contention delay, 160 nodes/100m

the NPD and ODP performance, as expected, seem to per-
form equally independent of the utilisation. This makes
sense, as the contention period of a node is only affected
by the utilisation. The contention delay rises when the
utilisation of the network becomes higher.

5.1.3 Dropping probability analysis
The observed dropping probability is, as expected, almost
the same for every investigated scenario. Naturally, more
queue drops occur when smaller queue sizes are used, as
can be seen in all of the figures (11, 15, 19 and 23). Fur-
thermore we see that with the increase of utilisation (and
therefore a busier network) more drops occur. From these
experiments it can be concluded that a queue with a length

Figure 23. Dropping probability, 160 nodes/100m

Figure 24. Interarrival time, 160 nodes/100m

of 5 beacon sizes is sufficient to be used for 802.11p bea-
coning.

5.1.4 Interarrival time analysis
The observed interarrival time is almost the same for every
investigated scenario. OPD is slightly performing better
in terms of interarrival time, when a queue length of only
1 position is used. This is an unexpected behaviour and
it needs further investigation.

6. CONCLUSIONS AND FUTURE WORK
This paper provided an analysis of the effects of differ-
ent transmission scheduling disciplines, buffer mechanisms
and transmission queue sizes on the performance of 802.11p
beaconing.

In particular, this paper discussed different IEEE 802.11p
buffering and scheduling mechanisms, including a new OPD
buffering mechanism. This buffering mechanism is used to
ensure that beacons stored in the transmission queue are
not becoming outdated. Furthermore, several simulation
experiments have been performed in order to investigate
the impact of different transmission scheduling disciplines,
buffer mechanisms and transmission queue sizes on several
beaconing performance measures. These measures are the
queuing delay, the contention delay, the dropping proba-
bility and the interarrival time. Based on these investiga-
tions it can be concluded that a queue with a length of
5 beacon sizes is sufficient to be used for 802.11p beacon-
ing. Moreover, the beaconing performance, as expected, is
for almost all queue lengths not significantly influenced by
the type of the buffering and scheduling mechanism used.



This is however, different for the situation that the queue
has a length of 1 beacon size. In this situation, the NDP
buffering mechanism outperforms the ODP mechanism in
terms of queuing delay and contention delay.

This difference in ODP and NDP performance for a queue
with a length of 1 beacon size, is unexpected. Therefore,
more simulation experiments are needed to further investi-
gate the behaviour of buffering mechanisms using a queue
with a length of 1 beacon size. In addition to this more
simulation experiments need to be accomplished in order
to investigate other beaconing performance measures such
as total end to end delay and the beaconing reception
probability.
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