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Abstract— Text classification is one of the key methods used 
in text mining. Generally, traditional classification algorithms 
from machine learning field are used in text classification. These 
algorithms are primarily designed for structured data. In this 
paper, we propose a new classifier for textual data, called Super-
vised Meaning Classifier (SMC). The new SMC classifier uses 
meaning measure, which is based on Helmholtz principle from 
Gestalt Theory.  In SMC, meaningfulness of terms in the context 
of classes are calculated and used for classification of a docu-
ment. Experiment results show that new SMC classifier outper-
forms traditional classifiers of Multinomial Naïve Bayes (MNB) 
and Support Vector Machine (SVM) especially when the training 
data limited. 

Keywords—machine learning; Helmholtz Principle; text 
classification; sentiment analysis. 

I.  INTRODUCTION  
Text classification (or text categorization) is the process of 

assigning class labels or categories from a predefined set to the 
natural language documents according to their content. In re-
cent years, there has been an explosive growth of textual data 
on the Internet and organizations, and the volume of textual 
data continues to increase every day due to extensive usage of 
information and Internet technologies.  Due to such large and 
increasing volumes of textual data, text classification is attract-
ing interest of researchers in many fields.  In the literature, 
there are many machine learning algorithms proposed for clas-
sification such as Support Vector Machine (SVM) [2], Naive 
Bayes (NB) [3], K-Nearest Neighbor (k-NN) [4], Decision 
Trees (DT) [5], Multinomial Naïve Bayes (MNB) [6] and theirs 
variants. In a study presented in the IEEE International Confer-
ence on Data Mining (ICDM) in December 2006 [22], the top 
ten influential data mining algorithms include the following 
classification algorithms: C4.5 (DT), SVM, k-NN, Naive 
Bayes, and CART. Among them SVM and MNB are by far the 
most commonly used ones in text classification domain. More 
information about text classification algorithms can be found in 
[23] and also in [24].  

In this study, we propose a novel text classifier, called Su-
pervised Meaning Classifier (SMC). It uses meaning measure, 
which is based on Helmholtz Principle from Gestalt Theory of 
human perception [11]. In brief, Helmholtz Principle from 
Gestalt Theory claims if an observed geometric structure has 

very low probability to appear in noise, this geometric structure 
is perceptually meaningful; this means that if an unexpected 
event happens in a particular context, humans can easily notice 
it. By using Helmholtz Principle from Gestalt Theory, Balinsky 
et al. [15] presents and defines the “meaning measure” to be 
used in textual, unstructured and sequential data mining appli-
cations. This measure uses the fact that interesting events ap-
pear as large deviations from randomness.     

Helmholtz Principle from Gestalt theory based meaning 
measure is previously used in unusual behavior detection and 
information extraction from small documents [13], in automat-
ic text summarization [16] by defining relations between sen-
tences using social network analysis and properties of small 
world phenomenon [17], in rapid change detection in data 
streams and documents [14], in keyword extraction and rapid 
change detection [15], in extractive text summarization by 
modeling texts and documents as a small world networks [18] 
and in automatic text and data stream segmentation [12]. 

In our previous studies, we adopted and applied meaning 
measure for supervised and unsupervised feature selection 
[8][9][10] and as a semantic kernel [25]. In this study we pro-
pose a new classifier, which uses the supervised variant of the 
meaning measure which is proposed in [8] and [9]. In SMC, 
meaningfulness of terms in the context of classes are calculated 
and used for classification of a document.   

The remainder of this paper is organized as follows: Sec-
tion 2 presents some information about well-known classifiers 
and introduces Helmholtz principle, Section 3 presents and 
analyzes the proposed classifier algorithm, Section 4 presents 
experimental setup and introduces datasets, Section 5 presents 
experiment results including some opinions and the last section 
presents a conclusion and future work.  

II. RELATED WORK 

A. Classification  
There are various classifiers used for text classification. The 

most popular one is Support Vector Machines (SVM), which is 
a discriminative and binary classifier that finds an optimal 
hyperplane by maximizing the margins among the closest 
points of instances in different classes. It employs an optimiza-
tion method called as quadratic programming. Another popular 



classifier is k-Nearest Neighbor (k-NN), which is an instance-
based, lazy learning algorithm. It computes distance between a 
test instance and the instances in the training set using a simi-
larity or a distance measure such as Euclidean distance [4]. The 
Decision Tree (DT) is another type of classifier, which is con-
structed in a top-down, recursive and divide-and-conquer man-
ner [1]. However, the applicability of DT is limited in text 
classification due to the extremely high dimensionality of the 
Bag-Of-Words representation of the documents.  Among many 
different types of classifiers, Naive Bayes (NB) is one of the 
simplest one. It can be understood easily. It has a well-balanced 
training and classification time complexities; both are relatively 
very low. The implementation of NB algorithm is also easier 
than that of other classifiers. One of the most common event 
models of Navies Bayes classifier is called Multinomial Naïve 
Bayes (MNB). We used MNB and SVM to compare the new 
SMC classifier proposed in this study. They are by far the most 
commonly used classifiers for text classification. 

B. Helmholtz principle 
 According to Helmholtz principle from Gestalt theory of 
human perception; “ an observed geometric structure is percep-
tually meaningful if it has a very low probability to appear in 
noise” [15]. This means that interesting events happens in large 
deviations from randomness. This can be illustrated in Figure 
1. In the left hand side of Figure 1, there is a group of five 
aligned dots but it is not easy to notice it due to the high noise. 
Because of large number of randomly placed dots, the align-
ment probability of five dots increases. On the other hand, if 
we remove the number of randomly placed dots considerably, 
we can immediately perceive the alignment pattern in the right 
hand side image since it is very unlikely to happen by chance. 
This phenomenon means that unusual and rapid changes will 
not happen by chance and humans can immediately perceive 
them. 
 

 
   Figure 1 : Helmholtz principle [14] 

III. APPROACH 
Meaning measure is based on Helmholtz principle from 

Gestalt theory and it is defined with following formulas.  These 
formulas basically calculate how likely is an event in a particu-
lar context.  In our case, this event is the occurrence frequency 
of a term in a particular context such as a document or a class 
of documents. In order to measure this, first Number of False 
Alarms (NFA) is calculated. Meaningfulness of a word occur-
rence frequency is proportional to NFA, which uses the fre-
quencies of this word in the particular context and the whole 
dataset.   
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In particular, these formulas calculate the meaning of word 
w in partition P of whole document D. In this study, we adopt 
w as a word or term, P represents the documents belonging to a 
particular class and D represents the whole dataset or corpus 
available to us during the calculations. The word w appears m 
times in P and K times in D. N is equal to the length of D di-
vided by the length of P in terms of number of words 

At the end of the meaning calculations, we know the mean-
ingfulness of each word in each class. Meaning values of 
words in each class can be positive and negative. If the words 
have negative meaning value in class P, this means that these 
words are not important for the class and they are called non-
meaningful words. These are ignored in the further calcula-
tions. The set of non-meaningful words can be computed with 
the following formula (4) [13]. 

{ }0),,(: <DPwMeaningw           (4) 

 Calculating the meaning values of the terms in the context 
of each class constitutes the training phase of the SMC algo-
rithm. Please note that this is similar to the Naïve Bayes ap-
proach where the class conditional term probabilities are calcu-
lated in the training phase. On the classification phase, when 
we need to assign a class label to a previously unseen docu-
ment, we calculate the meaningfulness of the document for 
each class P by summing the meaning values of the terms for 
that class as in (5). Next, the document is assigned to the class 
with the highest meaning value. This is similar to the classifica-
tion phase of Naïve Bayes where the class conditional term 
probabilities are multiplied to calculate the class conditional 
document probability.  
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IV. EXPERIMENT SETUP 
During experiments, we used WEKA machine learning 

toolkit [19]. We used WEKA implementations of MNB and 
SVM (SMO). The default parameters of the SMO are linear 
kernel and complexity parameter of 1. We applied 10 random 
trials by using a particular training set percentage and a con-
stant 20% test set. This is quite similar to the well-known 10-
fold cross validation approach. The main difference is the size 
of the training set. In 10-fold cross validation the size of the 
training set is fixed to 90%. On the other hand, in order to ob-
serve the affect of scarce training set on the performance of the 
proposed algorithm we start with 1% training set size and in-
crease it up to 70% in our random trials. The performance of 



classifiers is measured using accuracy metric. Accuracy is the 
percentage of correct classifications among the test set.  

We used a Turkish dataset; 1150haber [20] and two English 
datasets; mini-newsgroups1 and imdb2. Table I gives properties 
of these datasets. These datasets have a balanced class distribu-
tion. The imdb is a popular dataset used in sentiment analysis 
and opinion mining studies. It consist of positive and negative 
comments or sentiments on movies. The mini-newsgroups 
dataset is a subset of the 20 Newsgroups dataset, which is one 
of the most common datasets used in text mining studies. It 
consists of news-groups postings organized in 20 hierarchical 
categories. However, we do not use the hierarchical structure. 
The 1150haber on the other hand consist of newspaper articles, 
i.e. columns in five different categories.  

 We do not use any stop-words removal and feature selec-
tion methods, which lessen the effect of commonly used words 
and to reduce the number of features respectively. The meaning 
calculations can naturally omit stop words and assigns higher 
values to more significant and informative words [13].  

TABLE I. PROPERTIES OF DATASETS 

Dataset #Classes #Instances #Attributes  

1150haber 5 1,150 6,656 
Mini-newsgroups 20 2,000 12,112 

Imdb 2 2,000 16,679 
     

In order to observe the performance of SMC under different 
training set size conditions, we divide data set into two parts as 
training set and testing test. The selected percentage of training 
data ranges from 70% to 1%. This enables us to see the effect 
of insufficient labeled data on the performance of the new 
SMC classifier.  In the following section, we report the average 
of 10 random trials in each training set percentage.  

V. EXPERIMENT RESULTS AND DISCUSSION 
 According to our experiments, SMC demonstrates a notable 
performance on datasets especially when the size of training 
data is small.  
 
TABLE II. ACCURACY OF DIFFERENT CLASSıFıERS ON 1150HABER DATASET 

WITH VARYING TRAINING SET SIZE 
 

TS% SMC MNB SVM 
70  94.26   94.65   90.65  
50  92.96   92.91   87.61  
30  93.39   93.04   84.65  
10  90.70   85.04   74.96  
5  84.70   70.17   67.22  
1  52.35   38.35   35.43  

 
Table II shows accuracies of each classifier at different 

training set size proportions (TS%) on 1150haber dataset. The 
                                                             

1 http://archive.ics.uci.edu/ml/ 
2 http://www.imdb.com/interfaces 

results show that SMC outperforms other popular classifiers. 
Although we do not report run time measurements, we note 
that SMC is much faster than SVM. When training data is 
very low (%1), SMC is especially more effective and has 
much higher accuracy than other classifiers with insufficient 
training data.  
 

TABLE III. ACCURACY OF DIFFERENT CLASSIFIERS ON MINI-NEWSGROUPS 
DATASET WITH VARYING TRAINING SET SIZE 

 
TS% SMC MNB SVM 
70  84.03   75.93   68.68  
50  82.95   74.53   65.50  
30  81.03   62.00   60.90  
10  69.93   32.33   40.80  
5  64.35   18.85   30.08  
1  48.18   10.95   19.60  

       
Table III shows accuracies of each classifier at different 

training set size proportions on mini-newsgroups dataset.  The 
results show that SMC outperforms other popular classifiers at 
all training set sizes by a considerable margin. The difference 
is especially visible at small training set sizes. The proposed 
classifier performs exceptionally well on this dataset. We 
speculate that this is due to the relatively larger number of 
classes (20 classes vs. 5 classes in 1150haber and only two 
classes in imdb) and the relatively smaller number of docu-
ments in each class (only 100 documents vs. 230 documents in 
1150haber and 1000 documents in imdb). 

 
TABLE IV. ACCURACY OF DIFFERENT CLASSıFıERS ON IMDB DATASET WITH 

VARYING TRAINING SET SIZE 
 

TS% SMC MNB SVM 
70  75.08   81.98   83.28  
50  73.98   80.15   82.20  
30  72.70   78.75   80.30  
10  68.63   74.00   74.80  
5  67.78   69.68   70.80  
1  69.65   59.60   66.45  

       
Table IV shows accuracies of each classifier at different 

training set size proportions on imdb dataset. This dataset is 
used in sentiment analysis studies. It consists of positive and 
negative comments about movies. On this dataset, SVM has 
better performance results except one case. The SMC has a 
better performance only on the last row where we have insuf-
ficient training data (1%). We think that the relatively smaller 
number of classes, only two classes, makes it harder for mean-
ing calculations to distinguish between classes. On the other 
hand, this dataset is a good fit for a binary classifier such as 
SVM.  An additional observation is related to the relatively 
larger number of documents in each class, which gives an 
advantage to the traditional classifiers to extract patterns.  

 



The t-test a is statistical hypothesis test. This test is com-
monly used in evaluating the results of two classifiers com-
bined with 10-fold cross validation or several fold random trial 
experiments like our approach. It is used in order to find out if 
the difference between two classifiers measured by a metric 
such as accuracy is statistically significant or not. Usually a 
threshold on P value is used for determining the significance 
and 0.05 is commonly used in the literature [21]. Similarly, we 
use this threshold and t-test to determine if the accuracy re-
sults of 10 random trials of two classifiers are statistically 
significant or not.  
 

TABLE V. T-TEST OF SMC WITH DIFFERENT CLASSIFIERS ON 1150HABER 
DATASET WITH VARYING TRAINING SET SIZE 

 
TS% MNB SVM 
70 - + 
50 - +  
30 - +  
10 + + 
5 +  +  
1 +  +  

       
Table V indicates t-Test results of SCM and other classifi-

ers for each training set sizes on 1150haber. In this table and 
the following tables, (+) indicates statistically significant dif-
ference (t-test P<0.05). The results in this table show that 
SMC statistically significantly outperforms SVM in all train-
ing set percentages and MNB up to 30% training set level. It is 
important to note that, although the t-test value is higher than 
the threshold for SMC and MNB, there is a visible difference 
between the accuracies, such as SMC reaching up to 84.03% 
accuracy while MNB can only reach 75.93% accuracy.  

 
 
TABLE VI. T-TEST OF SMC WITH DIFFERENT CLASSIFIERS ON MINI-

NEWSGROUPS DATASET WITH VARYING TRAINING SET SIZE 
 

TS% MNB SVM 
70 + + 
50 +  +  
30 +  +  
10 + + 
5 +  +  
1 +  +  

 
 

Table VI indicates t-Test results of SCM and other classifi-
ers for each TS rates. SMC performs specifically well on this 
dataset with 20 classes. The results in this table show that 
SMC statistically significantly outperforms both SVM and 
MNB in all training set percentages. It is important to note that 
SMC outperforms other classifiers by a wide margin on this 
dataset.  

 
 

TABLE VII. T-TEST OF SMC WITH DIFFERENT CLASSıFıERS ON IMDB 
DATASET WITH VARYING TRAINING SET SIZE 

 
TS% MNB SVM 
70 + + 
50 +  +  
30 +  +  
10 + + 
5  -  +  
1 +  +  

 
Table VII indicates t-test results of SCM and other classifi-

ers for each TS rates. The results in this table show that SMC 
statistically significantly outperforms SVM and MBN in 1% 
training set level and although the accuracy of MNB is higher 
at 5% training set, it is not significant. 

VI. CONCLUSIONS AND FUTURE WORK 

We propose a new text classifier named Supervised Mean-
ing Classifier (SMC). The novel SMC classifier uses meaning 
measure, which is based on Helmholtz principle from Gestalt 
Theory. The Helmholtz Principle from Gestalt Theory sug-
gests that if an observed geometric structure has very low 
probability to appear in noise, this geometric structure is per-
ceptually meaningful. By using Helmholtz Principle from 
Gestalt Theory, Balinsky et al. [15] presents and defines the 
“meaning measure” to be used in textual, unstructured and 
sequential data mining applications. This measure uses the fact 
that interesting events appear as large deviations from ran-
domness. Previously, we adopted and applied meaning meas-
ure for supervised and unsupervised feature selection 
[8][9][10] and as a semantic kernel [25].  The novel classifier 
proposed in this study uses the supervised variant of the mean-
ing measure [8] [9], which calculates the meaning of terms in 
the context of classes of documents. In SMC, meaningfulness 
of terms in the context of classes are calculated and used for 
classification of a document. Our detailed experimental results 
show that the SMC outperforms other popular text classifica-
tion algorithms of MNB and SVM especially when the train-
ing data is insufficient and the number of classes is large. Also 
our observations show that SMC much faster than SVM and 
its speed is comparable with MNB.  

In the future, we would like to further analyze the theory 
behind the class based meaning calculations and improve 
SMC by incorporating more information from the semantic 
relations between terms. We also would like to shed light into 
several issues such as the role of terms with negative meaning 
values and the terms that exist only in test set.  
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